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Abstract 

Patient inflow, limited resources, criticality of diseases and service 
quality factors have made it essential for the hospital administration 
to predict the length of stay (LOS) for inpatients as well as outpatients. 
An efficient and effective LOS prediction tool can improve the patient 
care and minimize the cost of service by increasing the efficiency of the 
system through optimal allocation of available resources in the 
hospital. For predicting patient’s LOS, machine learning (ML) models 
can have encouraging results. In this paper, five ML algorithms, namely 
linear regression, k‐ nearest neighbours, decision trees, random forest, 
and gradient boosting regression, have been used to predict the LOS 
for the patients admitted to the hospital with some medical history, 
laboratory measurements, and vital signs collected before admission. 
Additionally, the impact of principal component analysis (PCA) has 
been analyzed on the predictive performance of all ML algorithms. A 
five‐fold cross‐validation technique has been used to validate the 
results of proposed ML model. The results concluded that the RF and 
GB model performs better with 𝑅2 score of 0.856 and 0.855 
respectively among all the ML models without using PCA. However, the 
accuracy of all the models increased with the PCA except KNN and LR. 
The GB model when used with principal components has 𝑅2 score and 
MSE approximate to 0.908 and 0.49 respectively compared to the 
model that incorporates with the original data. Additionally, PCA has 
an advantageous effect on the DT, RF and GB models. Therefore, LOS 
for new patients can be predicted effectively using the proposed tree‐
based RF and GB model with using PCA. 

 

Keywords: machine learning models, length of stay prediction, 
regression, principal component analysis 

 

1. INTRODUCTION 
The number of hospitalization each year is expected to rise by 42% by 

2050, from 4.66 million to 6.72 million days. [1]. This growth would result in 
much greater healthcare costs for each country. So, to keep up with the rising 
cost and demand for hospitals in 2050, there needs to be better planning, 
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allocation of beds, and admission.[2]. The inflow of inpatients and outpatients 
into hospital units has increased with the rise of medical issues in recent years. 
This has put the hospital administration under constant pressure to manage 
costs and services. Increased demand for quality services and intensive care 
with limited resources has forced the medical teams to predict the accurate 
flow of patients in different units along with length of stay (LOS) for the 
hospitalized patients. The time spent in the hospital from admission to the 
process of being discharged is defined as the patient's length of stay [3].  

An estimate of the patient’s LOS in the hospital helps in better planning for 
bed allocation, prescribing consultants for patients with multiple disorders, 
and planning the date  of discharge  for elderly patients  [4].  An accurate 
estimation of discharge time of an admitted patient can help the management 
team  allow more admissions for treatment in the hospital [5]. Indicators of 
patient waiting time and LOS are of great help in the emergency department, 
and such indicators of delayed patient care [6] can help in achieving a better 
health care system. It was found  by Zhuang et al. [7]  that increased death rates 
during  COVID‐19 can be attributed to non‐availability of beds and other 
resources in the hospital. These resources can be optimised to an extent by 
proper estimation of LOS for different indoor patients using the ML models 
with higher accuracy. An accurate estimation of LOS will not only improve 
services but also decrease the readmission rate. 

Researchers have used statistical methods for predicting the LOS in the 
past [8]. However, the availability of large data sets and demand for more 
accurate results have motivated the researcher to use machine learning 
algorithms (ML) for predicting waiting time and LOS of different types of 
patients at different hospitals. Lequertier et al. [9]  found that  modern systems 
of healthcare management generate a large amount of data related to patient’s 
medical histories, symptoms, lab results, departments, medical  costs, 
availability of beds, and several types of diseases. Various ML models and 
statistical techniques can be applied to this kind of data available in the 
databases to facilitate the allocation of internal resources, reduce service time 
and minimise costs. This will help in achieving the balance between cost of 
quality services, reducing waiting times, reducing costs for patients, and  
enhancing the overall experience of  hospital management [10]. 

 The quest for quality services by hospital management has motivated the 
researcher to use different ML models to accurately predict the waiting time 
for various stages in the hospitals. Different departments can be modeled 
independently for different processes, units, and stages such as radiology, 
pathology, ICU unit, emergency department (ED) and others.  Apart from the 
criticality of the diseases and the type of services, LOS can also be modelled 
with demographic factors such as age, marital status, and employment for 
better insight  [11]. 

However, the previous literature lacks a comprehensive analysis of the 
impact of dimensional reduction techniques, such as principal component 
analysis, on the performance of ML models in the context of LOS prediction. 
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Addressing this gap is crucial for developing more accurate and efficient 
models that can enhance hospital management, resource allocation, and 
patient care. 

In this paper, researchers have developed a model for predicting LOS of 
patients prior to admission using ML algorithms. Significant variables 
influencing the patient's LOS during admission have been identified through 
literature and in consultation with the practicing doctors. Five ML algorithms 
including linear regression (LR) [12], k‐ nearest neighbors (KNN) [13], 
decision tree (DT) [14], random forest (RF) [15], and gradient boosting (GB) 
have been used to develop predictive models for the selected datasets. To 
overcome the computational complexity of higher dimensional datasets and 
increase the accuracy of proposed predictive model, a principal component 
analysis (PCA) which is the dimensional reduction approach has been used. 
Furthermore, the performance of proposed ML models is thus compared with 
and without PCA to achieve the objective. Evaluation metrics such as 𝑅2‐score 
and MSE for each model have been used to determine the impact of PCA on 
predictive power of algorithms. 
 
2. RELATED WORKS 

In recent years, the application of ML has broadly increased for predicting 
future outcomes in various sectors, including the healthcare industry. 
Historical data is used in healthcare sectors to predict the inflow of patients, 
waiting times for different service units, LOS for patients admitted to hospitals, 
and even the disease a patient might be suffering from. For predicting LOS at 
the time of admission, previous researchers have mainly used ML algorithms 
like linear regression (LR), decision tree (DT), artificial neural network (ANN), 
random forest (RF), gradient boosting (GB) and k‐ nearest neighbors (KNN) to 
predict  the LOS in various departments of hospitals [24, 25].  

Gentimis et al. [28] predicted the LOS at the point where patients are 
transferred out of the ICU unit by using a neural network (NN) and RF model 
based on the parameters of admission datasets. The neural network predictive 
model performed better with an accuracy of approximately 80%. Morton et al.. 
[4] predicted the LOS for the diabetic patient using multitask, multiple linear 
regression (MLR) and support vector machine (SVM) algorithms. Demographic 
information (age, gender), hospital related information (location, number of 
beds), type of admission, severity measures, number of diagnoses, total 
charges of hospital, and LOS were the major attributes considered for 
modelling the result. SVM performed better in prediction with an accuracy of 
68% compared to other algorithms. 

 Hijry & Olawoyin [29] built a model to predict the LOS of patients in the 
emergency department of a public hospital in Mecca (Saudi Arabia) by creating 
an integrated model with the help of an artificial neural network  (ANN), linear 
regression and logistic regression. ANN performed better than other 
algorithms with an accuracy of 78.29%. Age, gender, number of patients, and 
diagnostic category were found to be the most important features affecting the 
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result of model. A review paper [30] shows that performance of the different 
models used by researchers in past studies varied significantly with the 
different input features and outcome metrics. Results obtained from ML 
algorithms have significantly outperformed estimates made using statistical 
methods. 

Naemi et al. [31] predicted the LOS of patients upon admission to the  
emergency department. They addressed the effect of data skewness and 
missing values in the datasets on the performance of ML models using 
regression and classification techniques. The ML models, including SVM, RF,     
neural networks, extreme gradient boosting, and DT were implemented for 
predictive modelling. The multivariant imputation technique was used for 
filling missing values and the SMOTE technique was applied to balance the 
datasets. It was found that by addressing these challenges, accuracy of model 
on average increased by 32%.  RF and NN models performed better among all 
algorithms.  

Siddiqa et al. [32] used multiple ML algorithms to build a model for  
predicting the  LOS of patients using a datasets obtained from New York 
Hospital. Six different models were used to predict the performances using the 
scores of MSE and 𝑅2. It was concluded that with an MSE score of 5% and an  
𝑅2  score of 92%, RF model outperformed the other models namely multiple 
linear regression, lasso regression, Ridge regression, DT, and extreme gradient 
boosting (XGBoost). This study can be of significant help for predicting 
admission days in critical services like surgery, ICU, and cardiac arrest, as these 
departments demand more funds from the hospital and use more resources.  

Aghajani & Kargari [33] determined that the type of surgery, average  visits 
per day, and  hospitalisation days before surgery influence the LOS for surgery 
department.  Among the three algorithms KNN, naï ve bayes (NB), and DT 
which are used to predict the LOS in the hospital during admission, the DT 
performed better than others with an accuracy of 88.29%. Lo pez‐cheda et al. 
[34] predicted the  LOS  and the time to discharge of patients in ICU from the 
hospital using a nonparametric model. The datasets used in this study includes 
10454 confirmed cases of COVID‐19 reported in Galicia. The data resulted in 
an average stay of 11 days and found that LOS is different for female and male 
patients. They also found that age and gender features affect the LOS.  

Y. Chen [35] analyzed the hospitalization data using an improvised 
nonlinear weighted XGBoost technique. The improved XGBoost algorithm 
performed with 82% accuracy and predicted number of beds available in a 
reliable manner compared to DT, NB, and K‐NN.  The multiple ML regression 
algorithms were compared to predict the LOS of different types of diseased 
patients [36]. They developed an ML model by using an open‐source datasets 
and found the most prominent features that can affect the LOS of patients. With 
the lowest MAE of 0.44 and highest  𝑅2 of 0.94, GB model performed best. 
Adawiyah et al. [37] created a system to predict LOS of patients in hospital 
using NN by using 3055 observations. They used NN with default parameters, 
with hyperparameter optimization techniques such as grid search and random 
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search and found that grid search method gives the highest performance with 
accuracy 94.7%.  

Wan et al. [38] developed four ML models such as LR, SVR, ANN,  and 
XGBoost to predict the overall strength of concrete depending on its mixture 
composition. Each model is implemented on three datasets, such as a datasets 
with 8 original features, a datasets with 6 principal components and a datasets 
with 6 manually chosen features. The XGBoost model performed best with 
manually selected features by obtaining highest 𝑅2 score 0.93, while SVR 
performed best with PCA selected features with 𝑅2 score of 0.91.  Additionally, 
they found that the PCA technique negatively impacts the performance of ANN 
and LR models. Gupta et al. [39] proposed   ML models such as RF and ANN  to 
predict the disease in the Parkinson’s datasets. They used PCA as a 
dimensionality reduction technique and applied it before implementing the 
model. They found that the ANN model outperformed with an accuracy of 97% 
when PCA was applied, while accuracy of RF model decreased with PCA from 
89% to 79%. 
 From the review of available literature, it has been observed that most of 
the research work is based on a small set of datasets of patients containing 
features associated with one particular disease or with two, to calculate the 
LOS of patients. To test the prediction accuracy of the ML models, we selected 
a dataset with a large number of features, including medical history, lab results, 
vital signs, and readmission rate. However, there are currently no in‐depth 
studies examining the impact of dimensional reduction techniques on the 
performance of different ML models for this application. In this paper, we 
propose PCA‐based ML models for predicting the LOS of patients prior to 
admission to the hospital. Also, performance of ML models has been compared 
with and without PCA. 
 
3. ORIGINALITY 

The originality of this paper lies in the application of PCA technique in 
predicting LOS of patients in general hospital. The prediction of LOS of patients 
at the time of admission can help the hospital staff to manage resources 
efficiently. Before preprocessing, the datasets consist of 28 columns with 
numerical and categorical features.  This dataset includes the demographic 
information, medical history of patients, vital signs and LOS of patients in days. 
The regression ML model is developed to predict the LOS of patients. Due to 
large number of features, there is complex model developed so there is need to 
reduce features to reduce complexity of the model. PCA is applied to reduce 
the dimension of the datasets which can increase the accuracy of model.  
 
4. SYSTEM DESIGN 

In this paper, we predict the length of stay of patients at admission by 
using a dataset consisting of the patient’s medical history, lab test results, 
gender, and readmission rate within 180 days. The proposed model of the 
study is shown in Figure 1. Firstly, the datasets have been pre‐processed before 
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fitting the ML models. In the second stage, the pre‐processed datasets were 
split into a training set and a testing set. Afterward, feature extraction 
technique (PCA) was applied to both datasets to reduce the dimension of data 
and finally, selected ML algorithms such as LR, KNN, DT, RF, and GB with five‐
fold cross validation were trained on reduced training datasets, and models 
were evaluated on a test set to evaluate and compare the results. All this work 

was done in Jupyter Lab using the Python programming language. A brief outline 
of these ML algorithms and PCA is given below. 

4.1.1 Linear Regression (LR) 

Linear regression [12] is one of the essential regression algorithm for 
determining the relationship between a single continuous  dependent variable 
and a number of independent variables. The prediction results can be derived 
from the equation (1) 

 
  𝑦𝑖 = 𝑏0 + 𝑏1𝑥𝑖1 + 𝑏2𝑥𝑖2 … … … . 𝑏𝑝𝑥𝑖𝑝                                                                  (1) 

 
where, 𝑦 represents the output value, 𝑏 is a constant coefficient, and 𝑥 
represents input variables. It works on the principle of mean squared error 
(MSE)[16]. 

4.1.2 K-Nearest Neighbors (KNN) 

The KNN algorithm [13] is used for both regression and classification 
tasks. This is a non‐parametric algorithm that makes no assumptions about the 
underlying data. 𝑘 represents the number of nearest neighbors from the query 
point. This algorithm runs several times with different values of 𝑘, and chooses 
the optimal value of k that reduces the error to give a prediction with better 
accuracy. To find the distance between the nearest data points and the query 
point, Euclidean distance formula can be seen in equation (2).  

 d(x, y) = √∑ (yi−xi)
2n

i=1                                                                                                  (2) 

 

The closest data points were determined based on their distances from the 
query point. In case of regression problem, we estimate the value of the 
dependent variable by averaging the values of its k nearest neighbours [17]. 
 
4.1.3 Decision Tree (DT) 

This ML algorithm is used for both classification and regression problems 
[14]. It is quite easy to understand the results of decision tree as this algorithm 
works on the splitting criteria. The datasets were recursively split into subsets 
based on different features and their respective thresholds. variable at a time. 
The feature for each split is determined by finding the split that minimizes the 
mean squared error. To predict the target variable for a new instance, the 
algorithm follows splitting decisions based on the feature values until it 
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reaches the leaf node [18]. The value predicted at each leaf node is then chosen 
as the output. 

 
4.1.4  Random Forest (RF) 

This algorithm is a collection of multiple decision trees constructed during 
training [15].  This algorithm randomly selects a subset from original datasets 
to create multiple bootstrap samples and selects a subset of features from 
original datasets. Each bootstrap sample and subset of features are used to 
train the decision tree separately [19]. After training, the test instance passes 
through all decision trees and makes predictions for each tree. In a regression 
problem, RF predicts the target instance by taking the average of predictions 
from all decision trees. The prediction of RF model is calculated using the 
equation (4) 

  𝐲 =
𝟏

𝐧
(∑ 𝐲𝐢)

𝐧
𝐢=𝟏                                                                                                                 (3) 

where, 𝒚 is the predicted value of given test instance, 𝒏 is the number of 
decision trees in random forest model, and 𝒚𝒊 is the predicted value of 
𝒕𝒉𝒆 𝒊𝒕𝒉 decision tree.       

4.1.5 Gradient Boosting (GB) 
The GB algorithm is the ensemble ML learning algorithm used for 

regression and classification tasks [20]. It builds sequentially by reducing the 
error of previous models (weak predictors). In this algorithm, each decision 
tree is built one after the other to improve the deficiencies of previous one. This 
algorithm aggregates the results of decision trees during the process itself. 

4.2 Principal Component Analysis (PCA) 
 In the feature extraction technique, new features are constructed from 
existing ones based on linear and nonlinear combinations. PCA is a feature 
extraction technique, that is used to extract  feature subsets from the original 
datasets to reduce the training time of models in order to achieve  dimensional  
reduction [21]. PCA transforms the original datasets into a subset of principal 
components (PCs) such that first component of this subset contains the largest 
amount of  information or variance among all components and the last 
component contains the least amount of information [22]. 

The aim of this method is to extract the principal components from the 
original datasets. The pre‐processed datasets, 𝑋𝑛×𝑚 contains 𝑚 features and 𝑛 
observation. We construct a  𝑚 × 𝑚 covariance matrix (𝑆), which represents 
the covariance between each variable. The covariance between two features 
𝑥1 and 𝑥2 can be calculated from equation (5) 

    𝐶𝑜𝑣(𝑥1, 𝑥2) =
1

𝑛
∑ (𝑥1𝑖 − 𝑥1̅̅̅)(𝑛

𝑖=1 𝑥2𝑖 − 𝑥2̅̅ ̅)                                                      (4) 

𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑚𝑎𝑡𝑟𝑖𝑥, 𝑆 =   (
𝐶𝑜𝑣(𝑥1, 𝑥2) ⋯ 𝐶𝑜𝑣(𝑥1, 𝑥𝑚)

⋮ ⋱ ⋮
𝐶𝑜𝑣(𝑥𝑚, 𝑥1) ⋯ 𝐶𝑜𝑣(𝑥𝑚, 𝑥𝑚)

)  
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where, 𝑛 represents the total number of observations in datasets,  𝑥1̅̅ ̅̅   𝑎𝑛𝑑  𝑥2̅̅ ̅̅  
represents the   mean value of features  𝑥1 𝑎𝑛𝑑 𝑥2 respectively. 
 The eigen vector and eigen values were calculated to correspond to the 
covariance matrix (𝑆) and then arranged according to their corresponding 
eigen values from high to low. We choose 𝑘 eigen vectors with greatest eigen 
values and matrix of these eigen vectors is eigenspace represented by 𝑊𝑚×𝑘 . 
Furthermore, the principal components are the columns of the datasets (D) 
which is obtained from the formula (6) 

    𝐍𝐞𝐰 𝐝𝐚𝐭𝐚𝐬𝐞𝐭, 𝐃𝐓 = 𝐖𝐓 ∗ 𝐗𝐓                                                                                      (5) 

4.3 K-Fold Cross Validation 
 The cross‐validation technique is used to evaluate the performance of ML 
models by training them on different subsets of available input data and 
evaluating them on complementary data subsets [23]. In k ‐fold cross 
validation, the input datasets is divided into 𝑘 subsets /folds. Then, we train 
the ML model on (𝑘 − 1) folds of datasets and evaluate it on the remaining 
folds of the datasets by repeating the process 𝑘 times. Then, an overall 
performance estimate for the model is obtained by averaging the performance 
scores from all 𝑘 iterations. This also reduces the risk of over‐fitting. 
 
4.4 Performance Evaluation 
 Evaluating the performance of regression ML models is a key step in 
determining their ability to make precise predictions. The most often used 
metrics for assessing the performance of ML models are R‐squared (𝑅2) mean 
squared error (MSE).  
Mean squared error (MSE) is defined as the average squared difference 
between the predicted and observed values and is used to measure residual 
variance [24]. The lower value of this metric represents the good performance 
of the model. It is determined by using equation (7). 

        𝑀𝑆𝐸 =
∑ (𝑦𝑖  −�̂�)2𝑛

𝑖=1

𝑛
                                                                                                         (6) 

where 𝑛 denotes the number of data points, �̂� denotes the value predicted by 
a model and 𝑦𝑖  denotes the actual value. 
 𝑅2 score is a coefficient of determination and is defined as the proportion 
of the variation in the target variable that can be predicted by the independent 
variable [25]. It tells how effectively a line fits within a dataset. The value of 
this score ranges between 0 and 1. This score close to one represents the best 
fit model for the given problem. This metric is determined by equation (8).  

𝑅2 = 1 − (
∑ (𝑦𝑖−𝑦𝑖

,)2𝑛
𝑖=1

∑ (𝑦𝑖−�̅�)2𝑛
𝑖=1

)                                                                                                            (7) 

where, 𝑦𝑖 represents the actual value, 𝑦𝑖
, represents the predicted value and �̅�  

represents the mean of target variable. 
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4.5 Datasets 
 In this paper, we have used the datasets obtained from Kaggle [40] to 
predict the patient’s LOS in hospitals at the time of admission. The datasets 
contain one million records in 28 columns with numerical and categorical 
attributes. This datasets consists of patient medical histories (pneumonia, 
depression, asthma, psychological disorders, malnutrition, hemo, substance 
dependence, fibrosis, dialysis, psychother, and iron deficiency), patient 
demographic information (gender, visit date, discharge date, and readmission 
rate), vital signs (BMI, respiration, pulse), secondary diagnosis (nonicd9), and 
lab test results (bloodureanitro, glucose, creatinine, hematocrit, sodium, 
neutrophils). The total number of days a patient spends in the hospital (length 
of stay) before being discharged is also included in the datasets, which is a 
maximum of 17 days. Patients with different medical histories have different 
LOS and average stay for patients is 4 days shown in Figure 2a. 

 
Figure 1. Flow chart of proposed model 

 
4.6 Data Preprocessing 

Data preprocessing  is needed to enhance the quality of the data and 
ensure the reliability of the analysis results [41]. In this study, we have applied: 
(1) outlier removal; (2) data transformation; and (3) data scaling to process 
the data. 
 

4.6.1 Outlier checking 
The datasets are free of missing values. Outliers are the unusual values in 

our datasets that can distort statistical analysis [42]. If some data is not in 
range of the main trend, then skewness results, affecting the mean and 
standard deviation of the distribution. The LOS variable is not normally 
distributed, so a boxplot is plotted to check for outliers as shown in Figure 2b. 
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There are some outliers in the right region that need to be removed. The 
interquartile range (IQR) [43] method is used to remove the outliers. 
We calculated the 75th and 25th quartiles using the quartile function and 
removed the outliers by calculating the upper and lower limits using equations 
(9), (10), and (11). Therefore, any LOS greater than 12 days is removed from 
the datasets as an outlier. 

  IQR = 75th quartile(Q3) − 25th quartile(Q1)                                                    (8)  
  Upper limit = Q3 + 1.5 ∗ IQR                                                                                   (9) 

                 Lower limit = Q1 − 1.5 ∗ IQR                                                                                   (10) 
 

Figure 2. a) Frequency distribution of LOS with number of patients, and b) Box plot 
of LOS distribution for outlier detection 

 

4.6.2 Data Transformation  
The data transformation technique converts the categorical features to 

numerical features by using encoding method [41]. Distance based algorithms 
such as LR and KNN cannot work on categorical data, so one hot encoding 
technique is used to transform  the categorical features such as facility id and 
gender into a numerical binary column [44]. This method transforms the 
feature into a binary feature for each category of column, such as gender, which 
is converted into two columns: male and female.  
The dimension of the datasets increased with the encoding method. However, 
some irrelevant features, such as visiting date, discharge date, and patient id 
were removed from the datasets. The sample of the datasets after 
transformation is shown in Figure 3. 
 
 
 
 
 
 
 

Figure 3. Data transformation after applying one hot encoding. 
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4.6.3 Data Scaling 
Data scaling is the third step that must be taken, particularly when the 

input variables exhibit various scales. Before applying data‐scaling, splitting of 
the data is required to avoid data‐leakage. So, datasets are split into a training 
set (80%) and a test set (20%). The training test is used to train the model, 
while the test set is held out and not used during the training phase. Scaling is 
done on both subsets of datasets individually. This step is essential for 
ensuring the correctness and reliability of the model's predictions. Distance‐
based algorithms such as LR and KNN are most affected by the range of 
features. So, the min‐max normalization method is used to re‐scale the values 
of all independent features [45]. The re‐scaled value ranges between 0 and 1 
after data scaling. The formula for normalization is given in equation (11). 

 
              𝒙′ =

𝒙 −  𝒙𝒎𝒊𝒏

𝒙𝒎𝒂𝒙 −  𝒙𝒎𝒊𝒏
                                                                                                               (11)  

where, 𝒙𝒎𝒂𝒙 𝒂𝒏𝒅  𝒙𝒎𝒊𝒏 are the maximum and minimum values of the features, 
respectively.  

4.7 Model Development 
Subsequent to the preprocessing steps, the pre‐processed datasets are 

utilized for model development. The pre‐processed training and testing 
datasets are used to train and test the model respectively. Furthermore, to 
evaluate the model’s robustness, five‐fold cross‐validation is applied to the 
training set. In this study, five ML models were considered: LR, KNN, DT, RF, 
and GB. Each model was run in two steps to develop the model. First, the 
models were developed using a pre‐processed datasets with 32 features as 
input. Subsequently, hybrid models were developed using the principal 
components derived from the pre‐processed datasets using PCA. 
 
4.7.1 ML models developed without using PCA approach.  

All models LR, KNN, DT, RF, and GB were applied to the training datasets 
with five‐fold cross‐validation. We divided the training datasets into five 
equally sized subsets. Then, each model was trained five times, using four 
subsets as the training datasets and the remaining subset as the test datasets 
to assess its performance. Following the completion of the 5‐fold cross‐
validation process, the performance metrics R‐squared and MSE obtained from 
each fold were averaged to produce a more accurate prediction of the model. 
Then, after training, we evaluated the overall performance of the models on the 
test set. 

 

4.7.2 ML models developed with PCA approach. 
We applied PCA to a pre‐processed datasets to reduce its dimension 

without removing features. We implemented PCA and obtained the principal 
components (PCs) that represented the original datasets with minimal 
information loss. The cumulative variance of principal components with 
increasing numbers of components is shown in Figure 4.  Table 1 shows that 
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first 10 PCs captured 80% variance of all features, 15 PCs contains 90% 
variance, 20 PCs captured, and 25 PCs components have 100% variance of all 
features. The contribution of each feature in PCs is shown in appendix A. 
Afterward, the ML models applied on training datasets with different number 
of PCs with fivefold cross validation and then evaluated the results on test set.  
   

Table 1. Cumulative explained variance ratio. 

[ 23.34  40.29  53.07  58.55  63.29  67.47  71.11  74.53  77.83   

80.94   83.81  86.    87.83  89.6   91.2   92.67  93.93  95.13    

95.98   96.63  97.22  97.76  98.29  98.81  99.29  99.66  99.84   

99.97   99.99  100.  100.   100.  ] 

 

 

Figure 4. Cumulative variance of components with increasing number of PCs. 

 
 
5.   EXPERIMENT AND ANALYSIS 

In this section, the model’s evaluation results are presented. Also, the 
models developed with the original features and those developed with 
principal components (PCs) have been compared with respect to their overall 
performance. Regression metrics such as MSE and R‐ squared values are used 
to evaluate the performance of all developed models. The results for all 
developed models on datasets with and without PCA are summarized in Table 
2 and 3 respectively. For comparison, R2 value and MSE value of developed 
models are shown in Figure 5 and 6. 
 

Table 2. Performance measures of developed models without PCA 
 
 
 
 
 
 
 

Models MSE 𝑹𝟐 
LR 1.302 0.758 

KNN 1.423 0.735 

DT 1.428 0.734 

RF 0.775 0.856 

GB 0.780 0.855 
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Table 3. Performance measures of developed models with PCA 

 
Based on the accuracy results, it can be concluded that the RF model 

outperformed all the others with greatest R2 score equal to 0.856, lowest MSE 
value of 0.775. Furthermore, the results of ML models applied to datasets 
containing principal components are observed. RF model outperformed all 
other models with 20 and 25 PCs with R2  score equal to 0.816 and 0.878 
respectively. While GB model performed better with 30 PCs compared to other 
models. Except for LR and KNN, the accuracy of all models increased as the 
dataset’s dimension decreased. When we used datasets with 20 PCs, then the 
accuracy results for all models were not good as compared to results of all 
models without PCA.  

Furthermore, the accuracy of all models with 25 PCs and 30 PCs increased 
as the 99% variation captured by 25 components and 100% variation captured 
by 30 components.  The R2  score of RF model increased by 2.2%, while MSE 
decreased by 12% when models developed with 25 PCs. Similarly, R2  score of 
RF model increased by 4.7 %, while MSE decreased by 25 % when model 
developed with 30 PCs. Furthermore, the R2 score of the LR model on all 
datasets is almost comparable, such as 0.76 with original features, 0.75 with 
10 PCs, 0.75 with 20 PCs and 0.76 with all PCs. The accuracy of KNN model is 
slightly decreases when integrated with PCA. 

Figure 5. R𝟐 −score of different ML models with different features. 
 

Models 20 components 25 components 30 components 
MSE 𝑹𝟐 MSE 𝑹𝟐 MSE 𝑹𝟐 

LR 1.329 0.753 1.329 0.753 1.302 0.758 

KNN 1.499 0.722 1.465 0.728 1.442 0.732 
DT 1.893 0.648 1.360 0.747 1.166 0.783 
RF 0.990 0.816 0.654 0.878 0.523 0.903 

GB 1.054 0.804 0.670 0.875 0.496 0.908 
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Figure 6. MSE values of different ML models with different features 
 

Furthermore, DT, RF, and GB models performs effectively with PCA, such 
that it performs better on datasets with PCs greater than 20 components. The 
accuracy of DT, RF, and GB models increased when these models were 
integrated with PCA. These models are performing better with PCA as 
compared to models developed without using PCA. PCA is a transformation 
technique that performs a linear transformation of the data to a new 
coordinate system. The KNN is a nonparametric model that makes no 
assumptions, while LR is a linear model that presupposes a linear relationship 
between dependent and independent features. As a result, these models 
evaluated comparable results with and without using PCA. Meanwhile, tree‐
based models like DT, RF, and GB, capable of capturing both linear and 
nonlinear relationships, showcase enhanced performance with PCA. 

With the respect to all experimental results, it is seen that RF model 
gives higher performance with the datasets when compared with all classifiers 
and its performance is improved after using PCA. The GB model performed 
better with 30 PCs as compared to RF model. But there is very slighter 
difference between the MSE of both models. The process of dimensional 
reduction is required for removing the redundancy in data that reduces the 
time and storage. Therefore, accuracy of all models with PCs lesser than 20 is 
not so good, while accuracy of all models is increased with 25 PCs. As the 
cumulative explained variance ratio of PCs increased shown in Figure , R2 score 
of tree‐based model increased approximate to 0.90 and MSE increased 
approximate to 0.5. 
 

5.1 Discussion 
In this study, our aim was to develop a ML model to predict the LOS of 

patients   and analyse the impact of PCA on the performance of ML models. 
Therefore, we evaluated the performance of all proposed ML models with and 
without PCA. LR and KNN models  gives comparable result with and without 
PCA technique, which is satisfactory with previous studies [44], [45]. Cha et al. 
[46]  developed PCA‐KNN, PCA‐LR, and PCA‐DT models using 13 PCs to predict 
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demolition‐waste generation rates in redevelopment areas. They proposed a 
PCA‐KNN model with the highest R2‐score of 0.897. In this study, we found that 
DT, RF, and GB models performed better with PCA technique, which is 
consistent with their findings. The accuracy of our proposed models  DT, RF, 
and GB  increased when integrated with PCA. Yao [47] developed LR, KNN, 
SVM, RF, DT, and XGB models with PCA to predict the occurrence of  diabetes 
using health indicators. They observed that XGB model performed best both 
with and without PCA. However, the accuracy of XGB, SVM, and KNN models 
decreased when PCA was applied, while the accuracy of LR, DT, and RF models 
slightly increased with PCA.  

In our study, we found that the DT model and RF model performed with 
better accuracy, when the PCA technique was applied compared to when it was 
not used. However, the accuracy of KNN model slightly decreased when 
integrated with PCA. Its accuracy  decreases with the loss of information on 
PCs. Gupta et al. [39] developed a disease prediction model on a Parkinson’s 
datasets using RF and artificial neural network (ANN) models. They also 
applied the PCA technique to reduce the dimensionality of the datasets and 
extract the relevant features. The RF model outperformed ANN without PCA, 
achieving an accuracy of 89%. However, when they applied PCA, the accuracy 
of RF model decreased by 76%, while the accuracy of ANN model increased 
from 79% to 97%. This highlights the impact of PCA on different ML models 
and the potential loss of information.  

Additionally, the components obtained through PCA represent a linear 
combination of original features, which may limit their ability to capture 
nonlinear relationships among variables in the datasets. Consequently, models 
incorporating PCA may exhibit sub‐optimal performance due to the loss of 
information from datasets features. In Appendix A, it is illustrated that features 
like psychother and malnutrition make more significant contributions, 
whereas gender and facility ID contribute less in PC1, PC2. Consequently, a 
reduction in accuracy is observed with a smaller number of principal 
components, while accuracy improves with an increased number of PCs. .All 
proposed ML models in our study proved their efficiency in previous studies 
[30], [35], [38]. The proposed DT, RF and GB models are the best prediction 
model in our study and yielded better results compared to a previous study 
[48]. Each variable has a different contribution to every principal component. 
Due to this, not all variables have an equal impact on each component, 
suggesting that information captured by each PC is not complete. 
Consequently, the ML models integrated with different number of PCs gives 
different results. 

Our study shows that ML models mainly tree based models when 
integrated with PCA performed better and evaluate good results. Notably, 
certain features played a significant role in the combination of PCs. Features 
such as readmission rate, and medical history (dialysisrenalendstage, asthma, 
irondef, pneum, substancedependence, psychologicaldisordermajor, depress, 
psychother, fibrosisandother, malnutrition, hemo, and hematocrit) 
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demonstrated significant contribution to the PCs. While laboratory tests such 
as sodium, glucose, bloodureanitro, creatinine, bmi, and PULSE exhibited low 
contributions to the PCs mainly in first 10 PCs. It is worth mentioning that 
previous studies [49], [50] have discussed the impact of these lab results on 
the LOS, further emphasizing their importance. With these findings, limitation 
in this study is that the models integrated with lesser number of PCs did not 
lead to improved performance in predicting the LOS of patients during 
admission. It has been expected that the lower performance was caused by a 
combination of variables, like a disparity in features and the inadequate 
information that was acquired by the PCs. In the future there is a need to 
explore alternative dimensional reduction techniques that account for the 
varying importance of features and their impact on the prediction task. The 
study underscores the need to carefully consider the contribution of features 
to the PCs and their potential impact on the predictive performance of the 
models. 
 
6. CONCLUSION 

In this study, our objective is to develop a ML model for predicting the LOS 
of patients with severe conditions prior to admission to the hospital. We used 
the dataset obtained from Kaggle for prediction, and pre‐processed it by 
removing the outliers, transforming the features, and standardising the data. 
We implemented five ML algorithms, namely LR, KNN, DT, RF, and GB, on a pre‐
processed dataset with 5‐fold cross validation to predict the LOS of patients. 
We also used PCA as a dimensionality reduction technique to enhance the 
performance of ML models. All ML algorithms implemented on the datasets 
with and without PCA. Furthermore, we performed a full evaluation of each 
model's performance to assess its accuracy in predicting the LOS. The LR 
model's accuracy is 75%, which is equivalent in both scenarios with and 
without PCA. The accuracy of the KNN model is slightly decreased with PCA 
from 0.735 to 0.732, while the accuracy of the DT, RF, and GB models increased 
when using PCA. However, the RF model performed with the highest R2 score 
0.856 among all models without applying PCA. And models RF and GB 
integrated PCA performed better with R2 score approximate to 0.90 and MSE 
approximate to 0.5. Despite the potential benefits of PCA in reducing the 
dimensionality and improving model accuracy, our findings also show that 
applying PCA lead to a significant increase in the predictive performance of the 
ML algorithms except KNN. The models integrated with PCA with less PCs are 
not performing well due to the loss of information and the nonlinear nature of 
the relationships between variables in the dataset. The predictive models 
developed in our research can serve as valuable decision‐support tools for 
healthcare providers and administrators to estimate the LOS of patients prior 
to admission, allowing for improved resource allocation and patient 
management. 

It is important to note that the choice of ML algorithms and dimensionality 
reduction techniques may vary depending on the specific types of datasets and 
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the nature of the LOS prediction task. In the future, the researchers could 
explore alternative dimensionality reduction methods and advanced ensemble 
methods to achieve higher accuracy. 
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Appendix A  

 

Table A1: Contribution of each feature in each Principal Component. 
 PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10 

rcount 0.001
053 

0.009
378 

0.000
21 

0.022
95 

0.008
696 

0.016
338 

0.081
401 

0.011
635 

0.016
37 

0.000
651 

dialysisrenalends
tage 

0.000
232 

0.004
622 

0.005
718 

0.011
597 

0.005
356 

0.014
629 

0.072
196 

0.017
301 

0.010
617 

0.000
375 

asthma 6.08E
-04 

2.48E
-08 

5.74E
-05 

2.97E
-05 

1.63E
-05 

2.44E
-05 

3.76E
-04 

2.01E
-04 

1.78E
-05 

4.64E
-06 

irondef 0.000
568 

0.007
274 

0.004
588 

0.034
157 

0.007
865 

0.003
669 

0.017
244 

0.004
312 

0.009
146 

0.000
631 

pneum 0.000
311 

0.000
021 

0.000
025 

0.000
296 

0.000
299 

0.000
201 

0.000
024 

0.000
18 

0.000
084 

0.000
001 

substancedepend
ence 

4.44E
-04 

4.02E
-04 

2.91E
-04 

1.06E
-04 

2.78E
-05 

5.38E
-05 

1.05E
-04 

2.43E
-04 

3.64E
-04 

3.63E
-05 

psychologicaldiso
rdermajor 

0.002
036 

0.000
352 

0.000
035 

0.000
654 

0.000
267 

0.000
115 

0.000
583 

0.000
375 

0.000
441 

0.000
049 

depress 0.004
18 

0.005
67 

0.003
15 

0.009
622 

0.000
33 

0.013
33 

0.011
055 

0.003
585 

0.011
433 

0.000
085 

psychother 0.032
691 

0.000
622 

0.000
31 

0.001
444 

0.000
377 

0.002
247 

0.001
803 

0.000
369 

0.001
247 

0.000
031 

fibrosisandother 0.001
418 

0.002
106 

0.012
714 

0.009
236 

0.008
972 

0.006
4 

0.006
732 

0.001
061 

0.002
548 

0.000
797 

malnutrition 0.000
283 

0.002
532 

0.004
738 

0.003
613 

0.004
411 

0.015
472 

0.009
685 

0.003
188 

0.000
501 

0.000
584 

hemo 1.18E
-04 

6.24E
-03 

2.20E
-04 

2.61E
-03 

2.28E
-03 

8.43E
-03 

1.02E
-03 

3.10E
-03 

1.26E
-02 

1.49E
-04 

hematocrit 7.99E
-05 

5.54E
-04 

4.83E
-04 

2.25E
-03 

2.34E
-03 

1.27E
-03 

5.07E
-03 

1.68E
-02 

1.77E
-03 

7.61E
-06 

neutrophils 1.18E
-04 

2.26E
-04 

1.19E
-04 

2.67E
-04 

2.14E
-04 

3.28E
-04 

5.12E
-05 

1.42E
-04 

2.74E
-04 

9.77E
-07 

sodium 6.04E
-05 

2.10E
-03 

3.96E
-03 

5.96E
-03 

9.90E
-03 

3.21E
-03 

1.86E
-03 

4.32E
-03 

9.96E
-04 

6.00E
-05 

glucose 4.03E
-05 

6.01E
-04 

2.31E
-03 

5.36E
-03 

3.11E
-03 

3.88E
-03 

2.33E
-03 

1.45E
-04 

4.81E
-03 

3.25E
-05 

bloodureanitro 0.000
013 

0.002
851 

0.006
208 

0.003
808 

0.005
211 

0.002
684 

0.001
703 

0.000
885 

0.000
005 

0.000
012 

creatinine 0.000
044 

0.010
338 

0.002
427 

0.000
485 

0.002
668 

0.002
813 

0.002
181 

0.000
34 

0.001
82 

0.000
03 

bmi 0.000
02 

0.001
876 

0.000
536 

0.000
991 

0.000
585 

0.002
976 

0.003
342 

0.000
768 

0.005
118 

0.000
138 

PULSE 6.54E
-06 

8.76E
-05 

4.16E
-03 

3.17E
-04 

2.80E
-03 

4.69E
-04 

5.10E
-04 

1.10E
-04 

3.35E
-04 

7.78E
-04 

respiration 2.45E
-06 

3.43E
-05 

1.88E
-05 

2.83E
-05 

1.09E
-06 

2.06E
-05 

2.34E
-05 

7.18E
-06 

2.91E
-06 

2.56E
-05 

secondarydiagnos
isnonicd9 

9.05E
-06 

3.81E
-06 

1.35E
-05 

6.33E
-07 

1.29E
-05 

2.64E
-05 

3.73E
-05 

2.67E
-06 

2.20E
-05 

1.50E
-05 
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 PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10 

Ar_weekday 0.000
006 

0.000
024 

0.000
021 

0.000
008 

0.000
034 

0.000
014 

0.000
002 

0.000
02 

0.000
012 

0.000
021 

Ar_day 1.16E
-05 

1.16E
-05 

8.16E
-05 

1.50E
-05 

2.62E
-05 

2.44E
-05 

2.05E
-05 

1.53E
-05 

6.95E
-07 

4.55E
-06 

Ar_month 1.43E
-05 

1.96E
-05 

7.73E
-07 

2.72E
-07 

2.94E
-06 

6.18E
-07 

1.11E
-05 

2.05E
-05 

1.55E
-05 

1.23E
-05 

facid_A 0.000
002 

0.000
125 

0.000
022 

0.000
002 

0.000
101 

0.000
187 

0.000
01 

0.000
045 

0.000
18 

0.000
242 

facid_B 4.52E
-07 

2.06E
-06 

1.17E
-04 

6.79E
-06 

7.78E
-05 

2.92E
-06 

1.35E
-06 

3.14E
-06 

2.02E
-05 

1.81E
-03 

facid_C 7.95E
-09 

5.49E
-06 

8.28E
-06 

1.42E
-05 

2.43E
-05 

1.15E
-05 

8.47E
-06 

4.10E
-06 

8.33E
-06 

1.21E
-04 

facid_D 1.05E
-08 

4.88E
-08 

7.93E
-07 

1.96E
-07 

7.71E
-07 

1.56E
-07 

3.86E
-07 

4.95E
-07 

2.35E
-07 

9.89E
-06 

facid_E 3.88E
-08 

1.90E
-06 

3.40E
-08 

2.14E
-07 

1.55E
-07 

2.93E
-07 

1.45E
-08 

8.02E
-08 

2.49E
-06 

4.12E
-08 

gender_F 2.69E
-48 

1.44E
-48 

1.43E
-47 

1.90E
-47 

1.57E
-48 

3.57E
-49 

9.69E
-48 

3.42E
-48 

2.38E
-47 

2.51E
-47 

gender_M 0.00E
+00 

3.36E
-49 

9.77E
-50 

4.54E
-49 

3.58E
-49 

2.99E
-49 

6.17E
-51 

6.66E
-50 

6.64E
-50 

7.32E
-49 

 

 


