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Abstract 
 
In stereo vision, an omnidirectional camera has high distortion 
compared to a standard camera, so the camera calibration is very 
decisive in its stereo matching. In this study, we will perform stereo 
matching for an omnidirectional camera with vertical and horizontal 
configuration so that the result of the image's depth has a 360-degree 
field of view by transforming the image using a calibration-based 
method. The result is that by using a vertical camera configuration, the 
image can be stereo matched directly, but by configuring a horizontal 
image, it is necessary to carry out a different stereo-matching process 
in each direction. Stereo matching with the semi-global matching 
method has better image results than block matching with more image 
objects detectable by the semi-global block matching method with a 
maximum disparity value of 32 pixels and with a window size of 21 
pixels. 
 
Keywords: Stereo camera, Omnidirectional, Stereo matching, Stereo 
calibration, Omnidirectional calibration 

 
 
1. INTRODUCTION 

Since their establishment, research conducted by RoISC (previously 
called ER2C) has progressed rapidly and has become pervasive in various 
applications. RoISC (Robotics and Intelligent System Center) technology has 
been penetrated into a wider area in various research fields, ranging from 
humanoid robots, to computer vision [1]. In computer vision research fields, 
various studies such as robust human body orientation estimation [2], density-
based clustering for stacked pipe object [3], and so on have been carried out 
recently. Not content with that, RoISC is currently preparing to delve deeper 
into computer vision research and plans to achieve novelty by combining 
stereo vision features with omnidirectional cameras features. Those domains 
are novel concept and seldom explored by the researchers. The knowledge 
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gained from previous researches would be very useful for RoISC to preparing 
for the new research, and this process would continue indefinitely.  

The development of stereo vision has been widely used in robotics, 
attracted the interest of RoISC to research the field. Stereo vision allows the 
robots to perceive the depths of points on an object in 3D scenery, working by 
capturing two images of the same scene with two distinct cameras placed at a 
specific distance apart and from two different viewpoints [4]. Previously, 
RoISC has discussed such topics, as presented by Dadet et al. [5], which shows 
a method for reducing the error rate of vacant space in the depth data by 
combining a stereo camera and structure sensor. Other than that, numerous 
potential uses have sparked the development of stereo vision, ranging from 
vehicle safety [6,7], distance measurement [8], autonomous underwater 
vehicle [9,10], to the 3D head pose estimation [11]. However, as stereo vision 
cameras typically only shoot in one direction, their field of view (FOV) limited. 

Compared to ordinary cameras, omnidirectional cameras have a wider 
horizontal field of view (FOV). An omnidirectional vision system offers a 360-
degree panorama in the horizontal direction and it consists of a mirror and 
CCD, making the number of cameras required and total expenses are 
decreased [12]. Therefore, omnidirectional camera has gained popularity 
among researchers in various domains, such as video surveillance [13–15], 
robot driving [16,17], mobile robot competition [18,19],and augmented reality 
[20,21]. However, only a few studies have performed a stereo vision based on 
omnidirectional cameras because they have a more difficult on calibration 
system and more complex on stereo matching process.  

This study aims to solve the problem between stereo vision and 
omnidirectional cameras, by reports a research in the field of stereo computer 
vision using an omnidirectional camera. In contrast to other studies that use a 
single-direction camera to perform stereo matching, this study will use an 
omnidirectional camera, so the camera calibration process will be very 
decisive in the stereo matching process. In addition, we have already known 
that stereo matching for omnidirectional cameras is often done with a vertical 
camera configuration as in the study [22], while the vertical and horizontal 
configurations have their respective advantages and disadvantages as 
described in the study [23]. This study carried out research for 
omnidirectional stereo matching with horizontal configuration with slicing-
stitching and vertical techniques and then compared the two of these 
techniques and camera calibration process. 

2. RELATED WORKS 
The applications of stereo vision in the field of robotics such as mapping 

[24] and obstacle avoidance [25] are strongly influenced by the performance 
of processing images into three dimensions and sensing the distance of an 
object. In stereo vision, especially in omnidirectional cameras, camera 
calibration plays an important role in the stereo-matching process. 
Omnidirectional cameras have greater distortion than ordinary cameras so the 
calibration process will be more difficult than a standard camera.  
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Discussing the omnidirectional camera calibration, research on [26] 
carried out the omnidirectional camera calibration from the extrinsic and 
intrinsic camera parameters obtained from a chessboard pattern, then the 
program was optimized and a toolbox was made from MATLAB. Developing 
from there, Gong et al. [27] aimed to improve the precision of omnidirectional 
image feature point extraction to enhance calibration accuracy by proposing 
high-precision feature point extraction based on projection. The output of 
these research will produce an omnidirectional image that has been 
transformed into a rectangular image (panoramic image). A more recent study, 
research [28] perform the transformation of an omnidirectional image into a 
panorama using a geometric approach. However, the resulting image from the 
transformation has image damage at the bottom because the pixel position of 
the inner circle follows the position of the outer circle, so it is necessary to set 
the parameters and adjust the image size. In the study used by research [29], 
they showed differences in stereo cameras with vertical and horizontal 
configurations where stereo camera with vertical configurations had 
weaknesses in detecting vertical objects, while stereo camera with horizontal 
configurations had weaknesses in detecting horizontal objects. As a result of 
this research, they were able to combine vertical and horizontal disparity 
images from two camera settings (vertical and horizontal) that captured the 
same image object. 

3. ORIGINALITY 
Stereo cameras have been commonly used in various studies, but these 

studies were using standard camera (non-catadioptric mirror or non-
hyperbolic lens) to doing the stereo vision, in the other hand stereo vision with 
omnidirectional cameras are commonly used with vertical configuration 
because there is a lot easier than horizontal configuration. So that the authors 
want to compare stereo matching with vertical and horizontal configurations 
using an omnidirectional camera. By using an omnidirectional camera, the 
calibration process will greatly determine how good the depth of the stereo 
camera is. The differences between previous studies are authors use 
omnidirectional camera instead of standard camera and in addition, authors 
want to develop a stereo matching technique with a horizontal configuration 
for omnidirectional cameras where there has been no research on this 
configuration before.  

4. System Design 
4.1. Omnidirectional Camera System 

From research by Scaramuzza, et al in [26] and [30] they generalized a 
single-view angle omnidirectional camera model that is dioptric or 
catadioptric. They identified two different references namely the camera 
image plane (𝑢′, 𝑣′) and the camera sensor plane (𝑢", 𝑣"). In the case of a 
catadioptric camera, the different planes are shown in Figure. 1. All 
coordinates will be expressed in a coordinate system placed at O with the z-
axis parallel to the sensor axis.  
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 Omnidirectional coordinate system (a), Sensor plane with matrix 
coordinate(b), Camera image plane with pixel coordinate that depends on 

affine transformation. 

If X is the scene point, then assume that 𝑢"= [u", 𝑣"]𝑇 to be the projection 
of X on the sensor plane, and the 𝑢′=[u′, 𝑣′]𝑇 is the projection of camera field. 
They also introduced an image projection function which captures the 
relationship between point u" in the sensor plane, and a vector p that radiates 
from point of view O to scene point X. By applying the above function, the 
overall mathematical model of an omnidirectional camera is 

𝜆. 𝑝 = 𝜆. 𝑔(𝑢") = 𝜆. 𝑔(𝐴𝑢′ + 𝑡) = 𝑃𝑋, 𝜆 > 0 ( 1) 

Where 𝑋 represents homogeneous coordinates and P represents the 
projection matrix. By calibrating the camera, it means that we estimate the 
matrix 𝐴, 𝑡 and the non-linear function 𝑔 so that all vectors 𝑔(𝐴𝑢′ + 𝑡) satisfy 
the equation (1). Assume that 𝑔 has the following equation 

𝑔(𝑢,v) = (𝑢,v, 𝑓(𝑢", 𝑣"))𝑇 ( 2) 

Where 𝑓 is the symmetrical rotation about the sensor axis. Since in this case 
we are using an omnidirectional camera, it is assumed that the mirror is 
perfectly symmetrical about each axis. So, the equation (1) can be written as 

𝜆. [
𝑢"
𝑣"
𝑤"
] = 𝜆. 𝑔(𝐴𝑢′ + 𝑡) = 𝜆. [

(𝐴𝑢′ + 𝑡)
𝑓(𝑢", 𝑣")

] = 𝑃 ∙ 𝑋, 𝜆 > 0 
( 3) 

4.2. Calibration-based Image Transformation 
The essence of omnidirectional camera calibration is estimating 

parameters[𝐴, 𝑡, 𝑎0, 𝑎1, … , 𝑎𝑁]. To estimate parameter 𝐴 dan 𝑡 research [26] 
was using iterative method without requiring the visibility of the outer circle 
boundary. First of all, assume that 𝑢" = 𝑎. 𝑢′ So by substituting the relationship 
between equations (2) and (3), the following equation will be produced  

𝜆. [
𝑢"
𝑣"
𝑤"
] = 𝜆. 𝑔(𝑎. 𝑢′) = 𝜆. [

𝑎. 𝑢′
𝑎. 𝑣′

𝑓(𝑎. 𝜌′)
] = 𝜆. 𝑎 [

𝑢′
𝑣′

𝑎0 +⋯+ 𝑎𝑁𝑝′
𝑁
] = 𝑃𝑋, 𝑎 > 0 ( 4) 

𝑢′ and 𝑣′ are the pixel coordinates of the point measured from the center of the 
image, and 𝑝′ is the Euclidean distance a can be directly integrated into the 
depth factor. So that in omnidirectional camera calibration only N parameters 
(𝑎0 +⋯+ 𝑎𝑁) need to be estimated [26]. In the calibration procedure that 
takes pictures of the chessboard pattern, we do not know the geometric 
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position with respect to the camera. This is related to the camera's extrinsic 
parameters, namely matrix 𝑅 = [𝑟1, 𝑟2, 𝑟3] and translation 𝑡. Assume that 𝐼𝑖 is 
the pattern images used for calibration. 𝑀𝑖𝑗 = [𝑋𝑖𝑗, 𝑌𝑖𝑗, 𝑍𝑖𝑗] are the 3D 

coordinates of the image pattern, and 𝑚𝑖𝑗 = [𝑢𝑖𝑗 , 𝑣𝑖𝑗] are the pixel coordinates 

in the image plane. We know that if the image pattern is a planar plane, we 
have𝑍𝑖𝑗 = 0, so the equation (4) becomes  

𝜆𝑖𝑗 . 𝑃𝑖𝑗 = 𝜆 ∙ [

𝑢𝑖𝑗
𝑣𝑖𝑗

𝑎0 +⋯+ 𝑎𝑁𝜌𝑖𝑗
𝑁
] = 𝑃𝑖 ∙ 𝑋 = [𝑟1

𝑖  𝑟2
𝑖  𝑟3

𝑖  𝑡𝑖] ∙ [

𝑋𝑖𝑗
𝑌𝑖𝑗
0
1

] = [𝑟1
𝑗
 𝑟2
𝑗
 𝑡𝑗] [

𝑋𝑖𝑗
𝑌𝑖𝑗
1

] ( 5) 

4.2.1. Extrinsic Parameters Estimation 
To estimate the extrinsic parameters, they eliminated from the depth 

scale 𝜆𝑖𝑗 so that each point 𝑃𝑗  in the pattern taken has three homogeneous 

equations below 

𝑣𝑗 ∙ (𝑟31𝑋𝑗 + 𝑟32𝑌𝑗 + 𝑡3) − 𝑓(𝜌𝑗) ∙ (𝑟21𝑋𝑗 + 𝑟22𝑌𝑗 + 𝑡2) = 0 ( 6.1) 

𝑓(𝜌𝑗) ∙ (𝑟11𝑋𝑗 + 𝑟12𝑌𝑗 + 𝑡1) − 𝑢𝑗 ∙ (𝑟31𝑋𝑗 + 𝑟32𝑌𝑗 + 𝑡3) = 0 ( 6.2) 

𝑢𝑗 ∙ (𝑟21𝑋𝑗 + 𝑟22𝑌𝑗 + 𝑡2) − 𝑣𝑗 ∙ (𝑟11𝑋𝑗 + 𝑟12𝑌𝑗 + 𝑡1) = 0 ( 6.3) 

𝑋𝑗, 𝑌𝑗  and 𝑍𝑗  has known, so are 𝑢𝑗 , 𝑣𝑗 . So, by entering the unknown variable 

𝑟11, 𝑟12, 𝑟21, 𝑟22,𝑡1, 𝑡2 into a vector, we can get the calibration pattern as a system 
of linear equation below 

𝑀 ∙ 𝐻 = 0, 
( 7) 

Where 

𝐻 = [𝑟11, 𝑟12, 𝑟21, 𝑟22,𝑡1, 𝑡2]
𝑇
, 

𝑀 = [
−𝑣1𝑋1  − 𝑣1𝑌1    − 𝑢1𝑋1    𝑢1𝑌1     −𝑣1     𝑢1
⋮                ⋮                   ⋮               ⋮        ⋮       ⋮

−𝑣𝐿𝑋𝐿  − 𝑣𝐿𝑌𝐿    − 𝑢𝐿𝑋𝐿    𝑢𝐿𝑌𝐿     −𝑣𝐿     𝑢𝐿

] 

( 8) 

The linear estimation of 𝐻 can be obtained by minimizing the least squares 
criterion by using Singular Value Decomposition (SVD). 

4.2.2. Intrinsic Parameters Estimation 
In the previous step, it was explained how to find extrinsic parameters 

on the camera using equation (6.3). In the process of estimating the intrinsic 
parameters, it is explained in research [26] that we need to substitute the 
estimated values in the equation (6.1) and (6.2) so that the intrinsic 
parameters 𝑎0, 𝑎1, … 𝑎𝑁 can be determined. The estimated equation from the 
observation of several image patterns is 
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[
 
 
 
 
𝐴1     𝐴1𝜌1

2…   𝐴1𝜌1
𝑁   − 𝑣1    0   …    0

𝐶1     𝐶1𝜌1
2…   𝐶1𝜌1

𝑁   − 𝑢1    0   …    0
⋮             ⋮               ⋮             ⋮      ⋮      …     ⋮

𝐴𝐾      𝐴𝐾𝜌𝐾
2…   𝐴𝐾𝜌𝐾

𝑁     0    0   …  − 𝑣𝐾
𝐶𝐾     𝐶𝐾𝜌𝐾

2  …   𝐶𝐾𝜌𝐾
𝑁     0    0   …  − 𝑢𝐾]

 
 
 
 

[
 
 
 
 
 
 
 
𝑎0
𝑎2
⋮
𝑎𝑁
𝑡3
1

𝑡3
2

⋮
𝑡3
𝐾 ]
 
 
 
 
 
 
 

=

[
 
 
 
 
𝐵0
𝐷1
⋮
𝐵𝐾
𝐷𝐾]
 
 
 
 

 
( 9) 

Where 

𝐴𝑖 = 𝑟21
𝑖 𝑋𝑖 + 𝑟22

𝑖 𝑋𝑖 + 𝑡2
𝑖  , 𝐵𝑖 = 𝑣𝑖 ∙ (𝑟31

𝑖 𝑋𝑖 + 𝑟32
𝑖 𝑌𝑖), 𝐶𝑖 = 𝑟11

𝑖 𝑋𝑖 + 𝑟12
𝑖 𝑌𝑖 + 𝑡1

𝑖  ,  

 𝐷𝑖 = 𝑢𝑖 ∙ (𝑟31
𝑖 𝑋𝑖 + 𝑟32

𝑖 𝑋𝑖) 

The solution of least squares is obtained by using pseudo inverse. Thus, the 
intrinsic parameters of the camera  𝑎0, 𝑎1, … , 𝑎𝑛, can be determined. 

4.3. Geometrical Image Transformation 
The method used for this transformation is remapping each pixel of the 

omnidirectional image or it can be called unwrapping. To be able to transform 
the epipolar image into a panoramic form, research by [28] brings up how the 
algorithm in image transformation is performed.  

The first step that needs to be done is to find the coordinates of each pixel 
in the epipolar image. Then map the coordinates in the epipolar x, and y 
coordinates into the p dan 𝜃 coordinates in the panoramic image. To map the 
image using the Pythagorean formula to calculate the value of r in an 
omnidirectional image with the following equation. 

𝑟 = √(𝑋𝑜𝑚𝑛𝑖 − 𝑋𝑐𝑒𝑛𝑡𝑒𝑟)2 + (𝑌𝑜𝑚𝑛𝑖 − 𝑌𝑐𝑒𝑛𝑡𝑒𝑟)2 ( 10) 

To obtain the 𝜃 parameter on the omnidirectional image, we can use the 
inverse of tan 𝜃 with the following equation.  

𝜃 = 𝑡𝑎𝑛−1
𝑌𝑜𝑚𝑛𝑖 − 𝑌𝑐𝑒𝑛𝑡𝑒𝑟
𝑋𝑜𝑚𝑛𝑖 − 𝑋𝑐𝑒𝑛𝑡𝑒𝑟

 ( 11) 

So that new coordinates are found where the coordinates in the 
panoramic image are 𝑎 dan 𝛽 if each has a value of 1 and 0.5 will produce the 
maximum resolution.  

(𝑦𝑢𝑛𝑤𝑟𝑎𝑝, 𝑥𝑢𝑛𝑤𝑟𝑎𝑝) = (𝑎(𝑅𝑚𝑎𝑥 − 𝑝), 𝛽(𝑅𝑚𝑎𝑥. 𝜃)) ( 12) 

𝑎 and  𝛽 are the a scaling constant that affects the resolution and ratio of the 
output image. 

4.4. Stereo Calibration 
We performed stereo calibration by manually observing with the human 

eye by looking at the tangent lines. For vertical stereo calibration, we generate 
multiple vertical lines on each image at the same pixel position. Figure. 2 is the 
result of vertical camera calibration. 
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 Vertical stereo calibration. 

It can be seen that in each image, for vertical stereo camera calibration, the 
previously generated vertical lines hit the same object. This indicates that the 
stereo calibration is good. As for the horizontal stereo calibration, we generate 
horizontal lines with the same position for each image as shown in Figure. 3. 

 
  Horizontal stereo calibration 

From Figure. 3, we can see that the same line has the same object behind it 
such as the neck object, the end of the chair, the end of the table, and so on. So, 
the camera has been stereo calibrated quite well with a tolerance of a few 
pixels. Next, we perform the vertical and horizontal stereo matching process 
on several different image data.  

4.5. Horizontal Omnidirectional Perspective 
Basically, the stereo matching calculation is performed with the right and 

left camera perspectives looking at the same object in front of them, which 
means that there is only one forward-looking perspective from the usual 
stereo matching calculation. But on the omnidirectional camera there are two 
different perspective, we can say front-perspective and rear-perspective. 
Therefore, the application of the common stereo matching method cannot be 
performed using omnidirectional camera horizontal configuration. 
Omnidirectional camera that has two perspective illustrated in Figure. 4. 

The first perspective is when the two cameras are facing the front or the 
stereo matching process is in the image with the object in front of the camera. 
The second perspective is when both cameras perform stereo matching 
images with objects behind the camera in perspective. The first and second 
perspectives on the omnidirectional image after undergoing transformation 
can be seen in Figure. 4. 
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 Perspective field on horizontal stereo omnidirectional camera. 

With this perspective, the mathematical equation of horizontal stereo 
matching turns into 

{
 
 

 
 𝑆𝐴𝐷 =∑|𝑔[𝑘, 𝑙] − 𝑓[𝑥 − 𝑘, 𝑦]|      𝑖𝑓(−90𝑜 < 𝑖𝑚𝑎𝑔𝑒 < 90𝑜)

𝑘,𝑙

𝑆𝐴𝐷 =∑|𝑔[𝑘, 𝑙] − 𝑓[𝑥 + 𝑘, 𝑦]|

𝑘,𝑙

    𝑖𝑓(90𝑜 ≤ 𝑖𝑚𝑎𝑔𝑒 ≥ −90𝑜)
 

( 13 ) 

If we want to do stereo matching at -90 to 90 degree of an image, the matching 
point will be movie to the left. On the other hand, if we want to do stereo 
matching at 90 increments up to -90, the matching point will be move to the 
right. 

5. EXPERIMENT AND ANALYSIS 
5.1. Omnidirectional Vision System 

In this study, we will use a catadioptric omnidirectional camera with a 
diagonal configuration to accommodate the weakness of vertical and 
horizontal disparities.  

 
 Horizontal camera design (a) and vertical design(b). 

The camera design is made from a 3D printer made of PLA plastic with 
each arm supporting the camera from a carbon fulcrum. The length of each 
camera axis measured from the same point between the two cameras is 17.5 
cm for the horizontal length and the vertical length. The camera specifications 
are as follows: 
• Resolution is 1280 x 720 
• The focal distance is variable 
• The interface is USB 2.0 

I II II 
0o 

180o -180o -90o 
90o 
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• The ratio of the video stream is 30 fps 

5.2. Geometrical Image Transformation 
In the Figure. 6 and Figure. 7 the transformation from an omnidirectional 

image into a panoramic image has been successful but with parameters 𝑎 = 1, 
β = 0.5 which results in the maximum image size [1046 x 248], resulting in a 
broken image at the bottom.  

 
 Result of omnidirectional image transformation, 𝑎 = 1, β = 0.5  

 
 Result of omnidirectional image transformation, 𝑎 = 0.6, β = 0.3 

This is caused by the length of the inner edge of the circle (minimum 
circumference of the circle) which must match the length of the circumference 
of the outermost circle (maximum circumference of the circle) resulting in 
some pixels not converging at the bottom of the image. The solution is to use 
an interpolation technique using the median filter technique, or by reducing 
the image size. In Figure J.3 it is done by reducing the image size with 
parameters 𝑎 = 0.6, β = 0.3 so as to produce an image with a size of [628 x 149].  

5.3. Calibration-based Image Transformation 
The purpose of image rectification is to correct the image from distortion 

of each frame of the stereo camera pair that is used to align the image in the 
horizontal and vertical planes. In camera calibration, the chessboard image is 
used as a reference for doing the image calibration. 

We use the calibration algorithm proposed by [30] and described in 
section 1.2. For each camera, we perform the same calibration so as to get the 
desired camera parameters. We used 10 images with a chessboard pattern. We 
used a chessboard which has a 9x6 grid pattern and each square measure 30 
mm. The calibration results are shown in table 1.  

 
 Calibration Parameters  

Significance Variable Cam 1 Cam 2 MU 
Image Center row 

column 
337.017191 
331.108538 

351.900362 
354.315109 

pixel 

Affine 
Parameters 

c 
d 
e 
 

1.000101 
-0.000591 
-0.000097 

1.001649  
0.000933  
-0.000276 

- 

Image Size height 690 690 pixel 
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width 689 687 
Taylor 
Polynomial 

a0 

a1 

a2 

a3 

a4 

-1.214194214367139 
                   0 
   0.000021123140569 
  -0.000000012161234 
  -0.000000000001348 

-1.233963499140422 
                   0 
   0.000023665757087 
  -0.000000034027122 
   0.000000000043727 

- 

Reprojection 
Error √𝑒𝑥

2 + 𝑒𝑦
2 

0.643989 0.627813 pixel 

We used Scaramuzza’s omnidirectional camera calibration toolbox [30] to 
perform the calibration. Although this method is more general and can be 
applied for different types of omnidirectional camera, we has slightly higher 
average reprojection error that obtained around 0.6 pixels. We capture 
omnidirectional image at RoISC lab and the result of calibrated 
omnidirectional image is shown in Figure. 8. 

Cam 1 Calibration Result 

 

 

Cam 2 Calibration Result 

 

 

 Calibration Result 

In Figure. 8 columns Cam1 and cam2 are the original omnidirectional images 
and the column calibration result is where the calibration image is generated. 
The transformation was quite well produces in the panoramic image but on 
the top and bottom of panoramic images, there are not perfect horizontally and 
there is still a few curve. Other than that, when it is compared to the geometry 
image transformation which has only an image size (628 x 149) to get an image 
with minimal damage, the calibration-based image transformation has a much 
larger image size (1200 x 400) and has no image damage due to the 
transformation process at all so we can conclude that the calibration-based 
transformation has better result than geometrical-based transformation. So 
that we decided to conduct our experiments further with calibration-based 
image transformation model.  

5.4. Vertical Stereo Matching 
In the vertical stereo matching process, it will look for the difference in 

the distance (disparity) of the appropriate feature in the upper and lower 
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image pixels. The result of vertical stereo matching is in the form of a disparity 
map which shows that the darker the image, the farther the distance. On the 
other hand, the brighter it is, the closer the object is to the camera. For stereo 
matching, we used a maximum disparity of 32 pixels and a window size of 21 
pixels. The following is a complete data result of vertical stereo matching 
obtained from the ROISC PENS lab. We can also see the 3D plot for the disparity 
image that shows that color represents the distance of the object. 

 
(a) 

 
(b) 

 
(c) 

 The results of vertical stereo matching from top and bottom camera (a), 
using the BM and SGBM (b), and shown with 3D visualization (c). 

Figure. 9 is the result of vertical stereo matching using block-matching 
and semi-global block matching methods. It can be seen that the vertical stereo 
matching experiment was carried out from two different perspectives. The 
performance produced by stereo matching with the block matching method is 
not so good with many objects that are not matched in both cameras, which is 
indicated by the production of some parts of the image (in the middle of the 
image) which are black. It appears that stereo matching using the semi-global 
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block matching method gives better results. We can easily recognize and 
compare the results of stereo-matching images with the original image for far 
and near objects.  

5.5. Horizontal Stereo Matching 
Horizontal stereo matching experiments were also carried out on two 

different camera orientations and can be seen in Figure. 10. The solution to the 
problem in the previous section which explains how horizontal 
omnidirectional cameras cannot be matched directly and is also implemented 
in horizontal stereo matching by slicing the image section into two (front and 
back) to display the same left-right image perspective. After the image slicing, 
we can use general stereo matching function for every pair of front-side and 
back-side images. Then after all the process is done, the disparity results are 
combined back into full stereo matching as shown in Figure. 10, full stereo 
matching. We can also see the 3D plot for the disparity image that shows that 
color represents the distance of the object. 

For this horizontal stereo matching, we used a maximum disparity value 
of 32 pixels and a window size of 21 pixels. We can see from the results in 
Figure. 10, some objects have been matched well and can be identified objects 
far and near quite well. When compared with the block matching method, the 
semi-global block matching method has better results seen from the smoother 
disparity results. The results of stereo matching with the block matching 
method have some parts of the object that are not matched properly so that 
for the final result on the omni stitching column we use the semi global block 
matching method.  

Source 1 

 
Omni slicing 
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Stereo Matching 

  
Full Stereo Matching 

 
3D Visualization 

 
 Horizontal Stereo Matching. 

5.6. Stereo Matching Analysis 
Vertical and horizontal stereo matching has been described in sections 

5.4 and 5.5 so that a comparison of the two methods can be observed. The 
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experiment resulted in the conclusion that the semi-global block matching 
stereo matching method produces a better disparity image. Next, we carefully 
analyze the difference between stereo matching with a stereo camera with a 
vertical combination and a stereo camera with a horizontal combination. We 
tried to place the camera in the same position and capture the image as in 
Figure. 11. 

 

 

(a) 

 

(b) 
 Vertical stereo camera observation area (a). Horizontal stereo camera 

observation area (b). 

The most noticeable difference is in the center of the image which shows 
several vertical and horizontal objects firmly such as tables and monitors. 
From the results of the disparity image, it can be seen that in the vertical 
camera setting, only the top of the table is detected (which is in the form of a 
horizontal object) and only a few table legs are detected (the table leg is in the 
form of a vertical object). Meanwhile, in the horizontal table setting, only the 
legs of the table (vertical objects) are detected and it is not good at detecting 
the top of the table (horizontal objects). This study proof same result with 
research [29] which the vertical stereo camera is better if it detects a 
horizontal object and a horizontal stereo camera is better if it detects a vertical 
object is true. For other objects in the image we cannot analyze further because 
there are no firm horizontal/vertical objects.  

6. CONCLUSION 
In this study, we conducted research for an omnidirectional camera. 

Starting from camera calibration to transform omnidirectional cameras into 
panoramic images, the results of using calibration-based transformation 
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produce better images than geometrical-based ones. Then we perform a stereo 
calibration which is done manually by using the guide lines placed on the 
image background to get the same image object along the guide lines. Finally, 
we performed vertical stereo matching and horizontal stereo matching using 
the block matching and semi global block matching methods, which resulted 
in the semi global block matching method providing better disparity image 
results marked by more black parts of the image and contrasting with other 
parts, indicating that the section did not match properly. In the horizontal 
stereo matching process, we consider the horizontal perspective of an 
omnidirectional camera. When compared to stereo matching with a vertical 
configuration, the horizontal camera configuration can detect vertical objects 
well and vice versa, the vertical camera configuration can detect horizontal 
objects well. 
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