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Abstract 
 
Arrhythmia is a heartbeat abnormality that can be harmless or 
harmful. It depends on what kind of arrhythmia that the patient 
suffers. People with arrhythmia usually feel the same physical 
symptoms but every arrhythmia requires different treatments. For 
arrhythmia detection, the cardiologist uses electrocardiogram that 
represents the cardiac electrical activity. And it is a kind of sequential 
data with high complexity. So the high performance classification 
method to help the arrhythmia detection is needed. In this paper, 
Long Short-Term Memory (LSTM) method was used to classify the 
arrhythmia. The performance was boosted by using AdaDelta as the 
adaptive learning rate method. As a comparison, it was compared to 
LSTM without adaptive learning rate. And the best result that showed 
high accuracy was obtained by using LSTM with AdaDelta. The 
correct classification rate was 98% for train data and 97% for test 
data. 
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1. INTRODUCTION 
Arrhythmia [1, 2, 3] is an abnormal rhythm of heartbeat. It may be 

skipped a beat, added a beat, fluttering, beating too fast, or beating too slow. 
The other symptoms are weakness, dizziness, fainting, and usually pain in the 
chest. It can happen because of heart disease, imbalance of electrolytes in the 
blood, change in heart muscle, injury from heart attack, or healing process 
after heart surgery. It can be harmless or harmful depending on what kind of 
arrhythmia that the patient suffers.  

People with arrhythmia usually feel the same physical symptoms and 
every arrhythmia requires different treatments. To detect the arrhythmia, 
the cardiologist uses electrocardiogram as a standard tool to examine it. 

Electrocardiogram (ECG) [1, 2, 3] is a graph (waveform) record of 
cardiac electrical activity that is produced by an electrocardiograf. The 
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electrical activity of heartbeat is recorded on the recording paper. The record 
is shown as periodical waveform which normally has five kind of wave in 
every period (one period is also known as a beat). Those are P wave, Q-R-S 
wave complex, and T wave.  
 

 
Figure 1. A two periods of normal ECG wave. The vertical small box represents 

the voltage of heartbeat electricity in 0.1 millivolts and the horizontal small 
box represents the time in 0.04 seconds. 

 
P wave is the first component of ECG waveform. It represents atrial 

depolarization. QRS complex represents ventricular depolarization. This 
complex normally comes after P wave. And T wave represents ventricular 
recovery or repolarization. 

In this research, Long Short-Term Memory (LSTM) method is used to 
deal with the raw ECG signal data. LSTM is a type of Recurrent Neural 
Network (RNN). It overcomes basic RNN’s weakness which is difficult to 
learn the important information from further gap of time. When using neural 
network, there is a common issue to resolve. That is finding the best learning 
rate value to improve the performance of the network. In this research, 
instead of tuning the learning rate by trial and error, it is tuned automatically 
by using adaptive learning rate method. 
 
2. RELATED WORKS 

There are already many researches about classification of arrhythmia. 
Some people used raw data (waveform) of arrhythmia from MIT-BIH 
database (or other data source) and the others used structured data of 
arrhythmia from UCI database. 

Before 2017, Kumari and Kumar [4] used continues wavelet 
transformation to extract the data and then reduced it to 25 attributes by 
using entropy measurement. Modular Neural Network was used to classify 
three classes which were normal, RBBB, and LBBB labels. And they got 
95.01% accuracy. Huanhuan and Yue [5] used a deep learning experiment 
with Deep Belief Network for the classification of ECG arrhythmia data with 
six classes including normal. DBN was used to extract the feature then the 
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classification was done by using SVM and ANN. The highest accuracy was 
obtained with SVM Gaussian kernel of 98.49%. Alonso-Atienza et al. [6] used 
two classification approaches which were shockable vs non-shockable 
classification and Ventricular Fibrillation (VF) vs non-VF classification by 
using SVM. The results were 98.6% accuracy for shockable vs non-shockable 
and 96.8% for VF vs non-VF. Kumari and Kumar [7] optimized the neural 
network by using genetics algorithm to find the optimum learning rate and 
momentum. They got improved accuracy which was 96.93%. Chauhan and 
Vig [8] used two-hidden-layered LSTM to classify five classes, which were 
normal, PAC, PVC, paced beat, and ventricular couplet. And they got F-score 
of 0.9645 for test data. And Kiranyaz et al. [9] tried to use 1-Dimentional CNN 
to classify three classes, which were normal, supraventricular ectopic beats 
(SVEB), and ventricular ectopic beats (VEB) labels. The records were 
segmented by using R-wave-centered segmentation. The averages of 
accuracies were 98.83% for VEB and 96.8% for SVEB.  

And in 2017 to 2018, Isin and Ozdalili [10] used 1-hidden-layered MLP 
to classify three classes, which were normal, RBBB, and paced beats. The 
point of 200 steps after R wave was used to segment the records. The 
features were extracted by using AlexNet five convolutional layers. The 
accuracy was 92%. Warrick and Homsi [11] used a combination of 
Convolution Neural Networks (CNN) and LSTM to classify normal, atrial 
fibrillation, noisy, and other beats. The accuracy was improved by using 
pooling, dropout and normalization techniques. The combination used was 
actually inefficient as LSTM could directly process the sequential data. And 
the F1 score was 0.83. Zhang et al. [12] used LSTM to classify VEB and SVEB 
beats. Every beat was segmented from the preceding T wave to the current T 
wave. And the accuracy was about 99% for VEB data and about 98% for SVEB 
data. Salloum and Kuo [13] used traditional RNN, LSTM, and GRU. The 
performance was improved by using adaptive learning rate (ALR) as adaptive 
learning rate technique. The accuracy was very close to 100% but the labels 
used were not written clearly. Xiong et al. [14] used RNN, CNN, and 
spectrogram learning to classify normal, atrial fibrillation (AF), noisy, and 
other beats. The performance was improved by using ALR. And the 
accuracies were 90% for normal label, 82% for AF label, and 75% for other 
label. Maknickas and Maknickas [15] used LSTM boosted using ALR to 
classify normal, AF, and other label. And the average of F1 scores was 0.78. 
Yildirim [16] used unidirectional and bidirectional LSTM boosted using ALR 
to classify Normal Sinus Rhythm (NSR), Ventricular Premature Contraction 
(VPC), Paced Beat (PB), Left Bundle Branch Block (LBBB), and Right Bundle 
Branch Block (RBBB). And the best accuracy was 99.39% for bidirectional 
LSTM. All of the currently discussed researches used the waveform data. 

And the others [17, 18, 19, 20] used structured data from UCI database. 
In these researches, the features were extracted from all of the 12 channel of 
ECG. The features represented were not only a beat of the heart, but it was a 
whole time of the recorded waveform. Some of them did the row reduction 
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because the number of samples of each class is very unbalance. Until now, no 
one gets high accuracy for multiclass classification with these structured 
data. And these data were not used in this paper. 
 
3. ORIGINALITY 

In this research, Long Short-Term Memory (LSTM) method was used to 
classify 3 (three) different types of heart beat which were normal, premature 
ventricular contraction, and premature atrial contraction. The network’s 
input was a sequential data of the segmented beats. The data type was digital 
waveform signal from MLII channel of ECG. It was obtained from MIT-BIH 
Arrhythmia Database. Two bandpass filters were used. The first filter was 
used to remove the noises and the second filter was used to find the 
segmentation points the beats. For performance boosting, an adaptive 
learning rate method was used. Unlike other papers [13, 14, 15, 16],  which 
used Adam [21] as adaptive learning rate technique, AdaDelta was used in 
this paper on a purpose to efficiently avoid fast overfitting as the train and 
the test data were obtained from different records. As a comparison, the 
result was also compared to LSTM without any adaptive learning rate 
method. 

 
4. SYSTEM DESIGN 

The proposed system contains Long Short-Term Memory method to 
classify the sequential data of ECG signals. The labels contain Normal, 
Premature Atrial Contraction (PAC), and Premature Ventricular Contraction 
(PVC). Based on the signals that have some noises and non-zero leveled 
baseline, the preprocessing steps are required. There is a learning rate 
adaptation to optimize the parameter change of the network on each 
iteration. The data, including data preprocessing, are discussed below. 
 

 
Figure 2. System design 
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4.1 Dataset 

The dataset were obtained from MIT-BIH Arrhythmia Database 
(https://www.physionet.org/physiobank/database/mitdb/). There were 48 
records with about 30 minutes long every record. The records contained 
frequency of sampling 360 Hz. There were two signals in every record. The 
upper one was the signal from modified lead II (MLII) and the lower one was 
the signal from lead V1, V2, V4, or V5 (the signals in record 114 were 
reversed). 

There were 13 (thirdteen) records used which already had annotation 
file (record number 100, 101, 103, 106, 117, 119, 122, 207, 209, 214, 222, 
223, and 231). The annotations were created by two or more cardiologists. 
Only channel MLII was used to classify three kinds of label (normal, PAC, and 
PVC). Based on the channel that was focused on, record number 207, 214, 
and 231 were not used. It contained bundle branch block which needed a 
vertical channel classification, for example channel V1 or V6. 

 
Table 1. Labels of beats in the dataset 

Filename Normal PVC PAC 
100   -   
101   - - 
103   - - 
106     - 
117   - - 
119     - 
122   - - 
209   -   
222   -   
223       

 
The annotation files contained the position of R waves and the label of 

the beats (the index of R position was not always at the peak of the wave, so it 
needed to be fixed first). The annotation files were used to help identify the 
position of R wave in the beats segmentation. It is explained in Chapter 4.2 
about preprocessing. The classes used in this research are explained below. 
 
a. Normal 

Normal beat [1, 2, 3] is the sinus rhythm (beats begin from atria to 
ventricles repeatly) which heart rate is between 60-100 bpm. It has complete 
and regular P-QRS-T complex (and U if any). All complexes are similar in 
shape and size. QRS complex is less than 0.12 second. P waves are smooth, 
rounded, and upright in lead II. T waves are upright in lead II. The R-R 
intervals and P-P intervals are constant. The P-R intervals are constant about 
0.1 to 0.2 second. The Q-T intervals are between 0.36 to 0.44 second. 
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b. Premature Atrial Complex 
Premature Atrial Complex (PAC) or Premature Atrial Contraction or 

Atrial Premature Beats [1, 2, 3] is a beat that occurs earlier before the 
predicted time caused by atrial electrical activity that discharge the atria 
early. It can be triggered by nicotine, fatigue, fever, alcohol, anxiety, and 
infectious disease. The beat appears as early beat with abnormal P wave 
morphology followed by regular QRS complex. The P wave is occasionally 
buried in the previous T wave either fully or partially. 
 
c. Premature Ventricular Complex 

Premature Ventricular Complex (PVC) or Premature Ventricular 
Contraction or Ventricular Premature Beats [1, 2, 3] is the contraction of 
ventricles before signals reached AV node. Some of the common causes of 
PVC are myocardial ischemia or infarction, electrolytes imbalances, 
hypoxemia, caffeine or alcohol ingestion, tobacco use, metabolic acidosis, and 
drug intoxication. The beat appears as wide and bizarre QRST complex 
without P wave and its amplitude is frequently greater than normal. Usually, 
the ST segment and T wave direction is opposite to the QRS complex. After 
the PVC occurs, a short pause before the next beat may be found. The bizarre 
QRST complex has many different forms. PVCs can appear as uniform or 
multiform beats. 
 

 
Figure 3. The beats of 6 seconds ECG record (the abnormal beats are 

underlined). The vertical axis represents the voltage of heartbeat electricity 
in millivolts and the horizontal axis represents the time in seconds. 

 
4.2 Data Preprocessing 

Based on the data condition, there were 4 (four) processes before the 
data ready to be used in the classification process which were fixing the 
baseline to zero level, filtering to remove the noises, segmentation to get the 
beats, and resampling to make the beats have the same length. 
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The signal was disrupted by some noise and its baseline was moved 
away from zero level. The baseline could be pulled back by subtracting the 
value with the mean of all sample points of the signal. There were high 
frequency noise (caused by mucles contraction) which made the signal’s 
surface rough and low frequency noise (caused by respiratory movement) 
which disrupted the trend of the baseline (wandering baseline). To remove 
high and low frequency noise, the 6th-order bandpass filter was used with 
cut-off at 1.8-18 Hz which passed the frequencies between the cut-offs and 
removed the frequencies outside that range. 
 

 
Figure 4. The original signal (blue) and the filtered signal (red). The vertical 

axis represents the voltage of heartbeat electricity in millivolts and the 
horizontal axis represents the time in seconds. 

 
The abnormal beats which were used in this research have premature 

occurence that disrupted its P wave. To avoid miss detection of P wave, the 
segmentation was focused on the beat that appeared in the middle between 
two normal beats. In segmentation term, some related work [10, 13] used 
Pan Tompkins [22] technique to find QRS complexes. But in this research, the 
fixed R positions from annotation files were used.  

The 6th order bandpass filter with cut-off 5-10 Hz was used to show the 
position of the beats’ occurrence. And then the negative values were changed 
to zero. The result of the process is shown as the red signal in Figure 5. The 
annotation file already had R positions and labels, so then the start and the 
end of segment point were identified by finding the 2nd reversed “L” point 
from R position to find the first part of P wave and the 3rd “L” point from R 
position to find the last part of T wave. If the points were intersecting, the 
start point of P wave was defined as a point in ratio 1:2 of the intersecting 
points. The points taken were used to segment the blue signal in Figure 5. 
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Figure 5. Finding the segment points. The red signal is produced to analyze the 

start and the end occurrence points of the blue signal. The vertical axis 
represents the voltage of heartbeat electricity in millivolts and the horizontal 

axis represents the index of the signal values. 

 
The preprocessed signals (in Figure 5, it is referred to the blue signal 

on the top) were segmented and resampled to get the beats with a length of 
100 points. File 100, 101, 103, 106, 117, 209, and 223 were used as train data 
and file 119, 122, and 222 were used as test data. 

The normal beats were taken from every record as many as 10 samples 
for train data and as many as 20 samples for test data. Those numbers were 
also used in getting the PAC samples. Regarding to the PVC beats which have 
multiform morphology in the train data; the number of beats taken was 10 
samples (if any) for every rhythm change. And the PVC beats for test data 
were only 20 samples from every record based on its uniform morphology in 
the test data file. The dataset is as follows: 

 
Table 2. The number of train and test samples 

Data Use Normal PVC PAC Total 
Train 70 247 30 347 
Test 60 20 20 100 
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Figure 6. A sample of normal beat (left), PVC (center), and PAC (right). The 

beats are the result of segmentation step of the system. The vertical axis 
represents the voltage of heartbeat electricity in millivolts and the horizontal 

axis represents the index of the signal values. 

 
4.3 Long Short-Term Memory as Classification Method 

Long Short-Term Memory (LSTM) [23] is the method that replaces 
Recurrent Neural Network (RNN) [24]. It is like the basic RNN which has 
recurrent (context) unit to be used across time. The context unit value is 
obtained from the result of the hidden node. 
 

 
Figure 7. Recurrent neural network with 1 input node and 3 output nodes 

 
By using recurrent architecture, the network can learn the sequence 

data like sound signal and natural language. The process is feedforwarding 
the next layer’s nodes. And for learning, recurrent architecture uses 
backpropagation that flows through time. It is well known as 
Backpropagation Through Time (BPTT). The algorithm of RNN is as follows: 
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1. Initialize the weights and biases 
2. Initialize r[ ] = 0 
3. Take the sequence value at time t and for each node compute y_i = 

f(w_xi * x_t + w_ri * r_ti + bi) 
4. Assign r[ ] = y[ ] 
5. Back to step 3 until t = max(t) 
6. Compute for each node z_i = g(∑(w_yi * yi) + bi) 
7. Compute losses 
8. Compute new weights and biases by using backpropagation through 

time 
9. Back to step 2 until iRecord = max(iRecord) 

 
But, if the sequences are quite long, the gradients computed during 

training either vanish (multiplication of many 0 < values < 1) or explode 
(multiplication of many large values) causing it to train very slowly. And in 
1997, the vanishing gradient problem of RNN was covered by a new 
algorithm called Long Short-Term Memory. Unlike the basic neural network 
node, LSTM has more complex in-node structure. It has a memory cell value 
to store the information and three gates to control what to store, and when to 
allow reads, writes and erasures. 

 

 
Figure 8. LSTM structure in a hidden node 

 
As the result shown in Figure 8, there are three kinds of input and 

three kinds of output. Where c is the information in memory cell, x is the 
input, r is the recurrent value, and g is the activation function (usually TanH) 



Volume 6, No. 1, June 2018 
 

 EMITTER International Journal of Engineering Technology, ISSN: 2443-1168 
 

85 

as well as h. There are four sigma nodes, means that there are four different 
vectors of weights and biases. The LSTM node structure that was introduced 
by Alex Graves [25] was implemented in this paper. 
 
4.4 AdaDelta as Adaptive Learning Rate Method 

The common issue of neural network is finding the right learning rate 
value (and momentum value if any). Too low learning rate can lead the 
network to very slow convergence and too high learning rate can lead the 
network to be trapped in local minima of error. Adaptive learning rate is very 
helpful method to accelerate the convergence and keep it in global minima of 
error when the network already reached it. 

AdaDelta [26] is the adaptive learning rate method that overcomes the 
main weakness of AdaGrad [27], which is its accumulation of the squared 
gradient in the denominator. It causes the learning rate can be infinitesimally 
small and indicated begin to stop training. Instead of storing (like AdaGrad 
do), the sum of gradients is recursively defined as a decaying average of all 
past squared gradients. The algorithm of AdaDelta is as follows: 

 

1. Initialize rho  and epsilon  

2. Initialize parameter  

3. Initialize  and  

4. Compute gradient  

5. Accumulate  

6. Compute update  

7. Accumulate  

8. Apply update  

9. Back to step 4 until  

 
5. EXPERIMENT AND ANALYSIS 

The experiment was done by measuring the performance of LSTM with 
AdaDelta and without AdaDelta. The performance was measured using 
accuracy and error rate score. Accuracy (also well known as correct rate) is 
the number of correct predicted samples divided by the number of the whole 
samples. It was calculated in every epoch using train data and test data. The 
epoch was set to 100 and the optimum hyperparameters of AdaDelta which 
were used in the reference [26] (  = 1E-6 and  = 0.95) were used in this 

paper. First, the LSTM was set to 1 hidden layer by using 10, 50, and 100 
hidden nodes. And then the number of layer was increased up to 3 (three) 
layers. The result of performance was as follows: 
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Figure 9. The performance of 1-hidden-layered LSTM with adaptive learning 

rate 

 
The result in Figure 9 shows that the network with lower number of 

nodes had smooth error rate reduction. And the network with higher number 
of nodes had chaotic error rate reduction at the beginning of the epochs 
(about first 25 epochs) but it became stable at the rest of the epochs. For 
accuracy term, the accuracy of train data tend to be increasing at every 
epoch, but the accuracy of test data looked more fluctuating. Because of the 
result was still far enough from the good accuracy of medical term, the layer 
was added to 2 and 3 layers with 100 nodes each. 
 

 
Figure 10. The performance of 2-hidden-layered LSTM with adaptive learning 

rate 
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Figure 11. The performance of 3-hidden-layered LSTM with adaptive learning 

rate 

 
As the result shown in Figure 10-11, more hidden layer made the 

network train faster. Although the error rate was chaotic at the first 10 
epochs, it showed that it got stable faster with improving accuracies. 

LSTM with AdaDelta could boost the speed to find the right network 
parameters (weights and biases). The fine-tuned parameters showed 
reduced error rate score. And in almost every epoch, the accuracy of train 
data was improved. In this experiment, more hidden nodes with the same 
decay rate and epsilon could improve the performance. But the result also 
showed that the accuracy of test data was fluctuating. It indicated that the 
network could be leaded to overfitting. 

As a comparison, the performance of LSTM without AdaDelta was also 
shown in this paper. The Figure 12 below was the performance of LSTM 
without AdaDelta. The performance was from the optimized hyperparameter 
of learning rate and momentum. 
 

  

 
Figure 12. The performance of optimized non-adaptive learning rate LSTM with 

100 hidden nodes 
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As the result shown in Figure 12, the network without AdaDelta 

trained slower than the network that used AdaDelta. It seemed that the 
accuracy of test data was more chaotic than the accuracy of test data that 
used AdaDelta. There were several significant increases in error rates mean 
that the network without AdaDelta could not maintain its fine-tuned 
parameters (weights and biases). But the error rates of the other side 
(network with AdaDelta) seemed to be significantly fluctuating only at the 
first 30 epochs (only at the first 10 epochs when using 2 and 3 hidden layers) 
and kept it fine at the rest of the epochs. For accuracy and error rate 
comparison, Table 3 shows the best combination of the accuracies of train 
and test data followed by its error rate. It was the result of the networks with 
100 nodes each layer. 
 

Table 3. The best accuracy combination of the experiments 
Experiment Accuracy 

Error Rate Number of 
Layer 

AdaDelta Train Test 

1 
Y 0.92 0.86 0.00615073 
N 0.89 0.8 0.012105051 

2 
Y 0.98 0.9 1.67E-04 
N 0.87 0.87 0.015172258 

3 
Y 0.98 0.97 1.42E-04 
N 0.92 0.86 0.005025078 

 
Table 3 shows that the networks with AdaDelta got higher accuracies 

and lower error rate than the network without AdaDelta got. The overall 
performance showed that the best performance was obtained by using the 
three-hidden-layered network with AdaDelta.  

The incorrect classified data can be analyzed by using confusion matrix 
and the following table is the confusion matrix of the best result. 

 
Table 4. The confusion matrix of the best result with train data 

Actual\Predicted Normal PAC PVC 
Normal 70 0 0 

PAC 7 23 0 
PVC 0 0 247 

 
Table 5. The confusion matrix of the best result with test data 

Actual\Predicted Normal PAC PVC 
Normal 60 0 0 

PAC 3 17 0 
PVC 0 0 20 

 
Table 4 and Table 5 show that the best network failed to correctly 

classify some of the PAC-labeled data. The entire of the incorrectly classified 
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PAC-labeled data were classified as a normal beat. Based on the information 
of the cardiac beat types in Chapter 4.1 about dataset, a PAC beat sometimes 
appears as an early regular beat with abnormal P wave morphology. It was 
also confirmed in Figure 3 and Figure 6. Although the best network could 
classify the PVC beats which had multiform morphology, it failed to classify 
some of the PAC beats which had high similarity with the normal beats. 
 
6. CONCLUSION 

In this research, Long Short-Term Memory (LSTM) method was used to 
classify the waveform of 3 classes which were normal, Premature Ventricular 
Contraction, and Premature Atrial Contraction. AdaDelta was used as 
adaptive learning rate method to boost the performance of the network. The 
number of layer was added from one to three layers. The best performance 
was obtained by using three-hidden-layered LSTM with AdaDelta which were 
0.98 for train data and 0.97 for test data with 1.42E-04 error rate. The best 
network failed to classify some of the PAC beats which had high similarity 
with the normal beats. The performance of LSTM with AdaDelta was far 
better than the performance of LSTM without AdaDelta. But the result 
showed that the accuracy trend of the test data was still unstable. Although 
AdaDelta could still handle it, the network could be leaded to be overfitting. 

For further work, the optimum combination of the hyperparameters is 
required to get a better result. And for beat segmentation, the simple 
segmentation method used in this paper is only suit with the beat that occurs 
in the middle between two normal beats. The better segmentation method is 
required to get better segmented beats that have many kinds of form in any 
condition. 
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